Local entropy and structure in a two-dimensional frustrated system
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We calculate the local contributions to the Shannon entropy and excess entropy and use these information theoretic measures as quantitative probes of the order arising from quenched disorder in the diluted Ising antiferromagnet on a triangular lattice. When one sublattice is sufficiently diluted, the system undergoes a temperature-driven phase transition, with the other two sublattices developing magnetizations of equal magnitude and opposite sign as the system is cooled.1 The diluted sublattice has no net magnetization but exhibits spin glass ordering. The distribution of local entropies shows a dramatic broadening at low temperatures; this indicates that the system’s total entropy is not shared equally across the lattice. The entropy contributions from some regions exhibit local reentrance, although the entropy of the system decreases monotonically as expected. The average excess entropy shows a sharp peak at the critical temperature, showing that the excess entropy is sensitive to the structural changes that occur as a result of the spin glass ordering. © 2011 American Institute of Physics. [doi:10.1063/1.3608120]

I. INTRODUCTION

The question of how physical objects compute has gained considerable attention over the years. That is, how does a system store, transform, and manipulate information? And how can these properties be inferred from observations? Since the 1980’s, there has been considerable work aiming to develop ways of answering these questions. The result of this work is a well understood set of quantities that measure computation, memory, information, and unpredictability, for one-dimensional (1D) systems. For reviews, see Refs. 2–7. The situation in two dimensions is not as settled. Many of the measures of computation and information introduced for 1D systems do not generalize in a unique way to two-dimensional (2D) systems. And the combinatorial explosion associated with two-dimensional patterns poses a challenge for numerical estimation of information processing measures. Nevertheless, there is a growing body of work that aims to develop approaches to information and computation in two dimensions. See Ref. 8 and references therein; for more recent work see Refs. 9–14.

In this work, we apply information theoretic measures to a disordered lattice model which shows spin-glass ordering at low temperatures. Spin glass models were originally devised to describe disordered magnetic materials, but subsequently have been used to model a wide range of phenomena in which entities interact through random interactions and/or exhibit frustration. Researchers have also made connections between spin glasses and a number of information processing phenomena, including neural networks, associative memory, and error correcting codes.15

Fully characterizing, the nature of the ordering that occurs in models of disordered magnetic systems has been a long-standing challenge in statistical physics. In particular,
understanding the low-temperature behavior of two-dimen- 
sional spin glasses has been a topic of considerable interest 
in the last decade.\textsuperscript{16–20} In general, the onset of spin-glass 
ordering is usually associated with broken ergodicity, where 
the phase space of the system is divided into several (or per-
haps many) distinct regions with boundaries across which 
the system cannot pass with finite probability in the thermo-
dynamic limit. Unlike non-glassy transitions, it is generally 
believed that these regions of phase space are not related by 
any simple symmetry operation, such as a global spin flip or 
a global spin rotation.

One manifestation of this loss of ergodicity is that the 
system loses spatial translation symmetry. For example, in 
many glassy systems below the transition point, the local 
magnetization no longer equals the global magnetization. 
Typically, the global magnetization remains zero, while indi-
vidual spins acquire a non-zero expectation value. The mag-
etization is no longer the same on all the sites. The extent 
by which the magnetization differs from site to site can be 
measured by the Edward-Anderson order parameter, as dis-
cussed more fully below.

In this work, we show that a similar scenario holds for 
the entropy. To do so, we make use of an information-theo-
retic method for calculating the entropy. This approach, 
whose accuracy is well established for pure systems,\textsuperscript{21–29} 
allows one to express the entropy of the lattice as a function 
of the frequencies of occurrence of configurations in a small 
neighborhood of spins. These frequencies can be directly 
measured in a Monte Carlo simulation, avoiding the necessity 
of thermodynamic integration to calculate the entropy.

This information theoretic method allows one to define 
and measure local entropies—the ensemble average of the 
spatial entropy at a particular site. Thus, we can decom- 
pose the entropy into its local contributions, just as we can decom-
pose the global magnetization into local contributions. This 
gives us a direct view of the extent to which the disorder in 
the system leads to spatial fluctuations in entropy. In so 
doing, we obtain a novel way to characterize the changes in 
spatial structure that occur in a glassy system. We also calcu-
late a local form of the two-dimensional excess entropy, a 
measure of the spatial structure or memory of a system. We 
present the results of applying our method to a two-dimen-
sional lattice model recently introduced by Kaya and Berker\textsuperscript{1} 
and discussed below.

Our results add to a growing body of recent work\textsuperscript{10–12,14,30} on local information measures—i.e., measures 
that are applied to a spatially extended system but which mea-
sure some aspect of the information processing that is occur-
ing at a particular lattice site. In the extant work on local 
information measures, information is localized as a result of 
random initial conditions. The rules governing the system are 
homogeneous, but localized structures form as a result of the 
random initial configuration used to seed the process. In con-
trast, in the system we study here the localization of informa-
tion processes arises as a result of spatial heterogeneities in 
the dynamics of the lattice variables which, in turn, is a result 
of the random site dilution in the model.

Our paper is organized as follows. We begin in Sec. II 
by reviewing the Kaya-Berker model. In Sec. III, we discuss 
our methods in considerable detail. We then present our 
results in Sec. IV and conclude in Sec. V by highlighting sev-
eral key points and suggesting several areas for future work.

\section*{II. THE KAYA-BERKER MODEL}

The model we will work with is a variant of the two-
dimensional anti-ferromagnetic Ising model on a triangular 
lattice. The Hamiltonian (or energy function) for the model is given by
\begin{equation}
\mathcal{H} = -J \sum_{\langle ij \rangle} S_i S_j ,
\end{equation}
where the sum is understood to be only over sites that are 
nearest neighbors. Since the model is on a triangular lattice, 
each site has six nearest neighbors. Each spin $S_i$ is a binary 
variable: $S_i \in \{-1, +1\}$.

In the following, we will fix the coupling constant $J$ at 
$-1$. Hence, it is energetically favorable for neighboring 
spins to anti-align. However, the geometry of the system 
does not allow for all spins to anti-align with their neighbors. 
This phenomenon, wherein all energetic constraints cannot 
be simultaneously satisfied, is known as frustration. In fact, 
this system is maximally frustrated. On every triangle of 
adjoining spins, it is impossible to have all spins anti-aligned 
with their neighbors. As a result of this geometric frustration, 
the system does not order at finite temperature.\textsuperscript{31}

Grest and Gabl\textsuperscript{32} studied a variant of this model in 
which sites are randomly deleted. They obtained Monte 
Carlo results suggesting that the antiferromagnet will exhibit 
long-range, spin-glass ordering in the presence of quenched random dilution. Specifically, Grest and Gabl report that a 
non-vanishing quenched dilution gives rise to a second order 
phase transition. This phenomenon is discussed in general 
terms in Ref. 33. For follow-up work on Grest and Gabl’s 
model, see Refs. 34–37.

A triangular lattice decomposes naturally into three sub-
lattices such that sites in a given sublattice are neighbored 
only by sites in the other two sublattices, as illustrated in 
Fig. 1. Kaya and Berker\textsuperscript{1} analyzed a model in which sites are 
randomly diluted only on one sublattice. We shall refer to 

\begin{figure}[h]
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\includegraphics[width=\textwidth]{fig1.png}
\caption{The triangular lattice decomposed into three sublattices, denoted A, B, and C. Each site, indicated with the solid dot, has six nearest neighbors. Note that each site is not neighbors with any other sites on the same sublattice. For example, all sites on sublattice A have neighbors from sublattices B and C only, and not A.}
\end{figure}
the lattice on which dilution occurs as sublattice A; the other two sublattices are B and C. We measure dilution strength as the percent of the sites diluted on sublattice A. Thus, a dilution of 100% corresponds to a lattice in which sublattice A is deleted entirely, resulting in a honeycomb lattice.

Kaya and Berker, using a combination of hard-spin mean field theory and Monte Carlo simulations, analyzed this model. They found that the model orders at finite temperature at a dilution strength at or above approximately 9.75%. The nature of this order is as follows: sublattices B and C spontaneously magnetize with opposite signs and equal magnitudes, and there is spin-glass ordering on sublattice A as indicated by a non-zero value of the Edwards-Anderson (EA) order parameter, to be defined below. Physically, a non-zero value of the Edwards-Anderson order parameter is non-zero when the glass state is entered, and spins locally freeze into a fixed value. The EA order parameter is defined by

\[ q = \langle S_i \rangle. \]

One type of ordering displayed by models of magnetic materials occurs when the system undergoes a transition from zero to non-zero magnetization. Such a transition does not occur in the frustrated model studied here, however, since the competing interactions do not allow for a net magnetization. However, for some frustrated systems, as the temperature is lowered the spins “freeze in” locally, and the local magnetizations are non-zero. This sort of state is known as a spin glass. Spin glass ordering is often measured via the EA order parameter

\[ q = \frac{1}{N} \sum_i m_i^2. \]

That is, the EA order parameter \( q \) is the average of the square of all of the local magnetizations in the system. The EA order parameter is non-zero when the glass state is entered and spins locally freeze into a fixed value.

### B. Information-theoretic entropy

The entropy may also be expressed via the Gibbs formula or, equivalently, by using the Shannon entropy \( H[X] \) of a random variable \( X \). Specifically, let \( X \) be a random variable that assumes the values \( x \in \mathcal{X} \), where \( \mathcal{X} \) is a finite set. We denote the probability that \( X \) assumes the particular value \( x \) by \( \Pr(x) \). The Shannon entropy of the random variable \( X \) is defined by

\[ H[X] = -\sum_{x \in \mathcal{X}} \Pr(x) \log_2 \Pr(x). \]
The entropy density for a two-dimensional system is then defined in the natural way. Consider an infinite 2D lattice of random variables $S_{ij}$ whose values range over the finite set $\mathcal{A}$. Assuming that the variables are translationally invariant, the 2D entropy density is given by

$$ s = \lim_{N,M \to \infty} \frac{H(N,M)}{NM}, \quad (9) $$

where $H(N,M)$ is the Shannon entropy of an $N \times M$ block of spin variables. (For a triangular lattice, this block may be pictured as a parallelogram.) This limit exists for a translationally invariant system, provided that the limits are taken in such a manner that the ratio $N/M$ remains constant and finite. It is common in information theory and dynamical systems to use $h_\mu$ to denote the entropy density. For a dynamical system or stochastic process which unfolds in time and not space, $h_\mu$ is referred to as the entropy rate.

Taken together, Eqs. (8) and (9) constitute the familiar Gibbs expression for the entropy density of a two-dimensional lattice system. Equation (9) is slow to converge in $N$ and $M$ and so is of limited practical use. However, there is an alternative expression for $s$ which converges much faster and proves to be very accurate. Moreover, we shall see that this form of the entropy density allows us to decompose the global entropy of the system into local contributions and will also yield a measure of spatial structure or memory. We sketch this method below. For a further discussion, see Ref. 8.

First, we define the conditional entropy

$$ H[X|Y] \equiv - \sum_{x \in \mathcal{X}, y \in \mathcal{Y}} \Pr(x,y) \log_2 \Pr(x|y), \quad (10) $$

where $Y$ is a random variable that assumes the values $y \in \mathcal{Y}$. The conditional entropy $H[X|Y]$ measures the average uncertainty associated with variable $X$, if we know the outcome of $Y$. We now turn our attention momentarily to a one-dimensional system, as it is easier to define the following quantities in 1D. Once their 1D definition is explained, we will discuss their extension to 2D.

In one dimension, the entropy density $s$ may be written as

$$ s = \lim_{L \to \infty} s(L), \quad (11) $$

where

$$ s(L) \equiv H[S_L|S_{L-1}S_{L-2} \cdots S_0]. \quad (12) $$

In words, $s(L)$ is the entropy of a single spin conditioned on $L$ of its nearest neighbors. The entropy density is the entropy of this single spin in the limit that it is conditioned on an infinitely long block of neighboring spins. The entropy density $s$ thus represents the average uncertainty per spin, in the limit that correlations over longer and longer blocks of neighboring spins are accounted for.

Examining the manner in which $s(L)$ converges to the entropy density $s$ reveals information about the structure or complexity of the system. The quantity $s(L)$ converges to $s$ from above; for finite $L$, the system appears more random than it actually is. Summing up these finite-$L$ overestimates gives one the excess entropy, defined via

$$ E \equiv \sum_{L=1}^{\infty} (s(L) - s). \quad (13) $$

The excess entropy is thus a measure of the total amount of randomness that is apparent at small length scales that can be “explained away” by considering correlations over larger and larger spin blocks. Thus, the excess entropy captures a structural property of the system; highly structured systems will appear random at small scales but will be less so at larger scales. The excess entropy is a quantity that is complementary to the entropy density. The former is a measure of structure or pattern, while the latter measures randomness or unpredictability.

The excess entropy is a well understood and commonly used measure of structure or complexity for 1D systems. For recent reviews and further discussion, see Refs. 6, 7, 41, 42. The excess entropy is also known as the effective measure complexity and the predictive information. The excess entropy should not be confused with the quantity of the same name that refers to the jump in entropy at a first-order phase transition.

C. Entropy density and excess entropy for two-dimensional systems

We now briefly discuss generalizing Eqs. (11) and (13) to 2D systems. For a detailed treatment, see Sec. III of Ref. 8. Looking at Eq. (12), we are immediately faced with a puzzle. How should we construct $s(L)$ so that in the large $L$ limit it converges to $s$, defined by Eq. (9)? In 1D, there is a unique ordering to the lattice sites and any one site divides the system into two halves. Neither is the case for a 2D lattice. Conditioning on a 1D block of adjacent spins, as in Eq. (12) will underestimate the entropy. Is there a cluster of spins such that the entropy of a single spin, conditioned on that cluster, equals the 2D entropy density?

This question can be answered in the affirmative. The key is to use a shape that extends laterally left and right, but has a notch in it so that the cluster contains half of the nearest neighbors of the spin whose entropy we are interested in. This is illustrated in Fig. 2. Following Ref. 8, call the single spin whose entropy we are interested in the target spin. In Eq. (12), the target spin was $S_L$. Let $s(M)$ denote the Shannon entropy of a single spin conditioned on a neighborhood of $M$ spins. This neighborhood is shown for $M=7$ in Fig. 2. The numbers in the cells in Fig. 2 indicate the order in which the sites are added on to the cluster. For example, for $M=5$, we would have

$$ s(5) = H[S_X|S_1S_2S_3S_4S_5], \quad (14) $$

where the $S_i$’s are as illustrated in Fig. 2.
The entropy density may then be shown to be equal to

\[ \lim_{M \to \infty} s(M) = s. \]  \hspace{1cm} (15) 

The clusters of spins we use to form conditional entropies are shown in Fig. 2. Since in our model, the interaction range extends only across one lattice site, the shape need only be one lattice site deep. As a result, an infinitely wide strip has the effect of shielding one half of the lattice from the other. In the limit that the strip is infinitely long in the horizontal direction, then the probability distribution of the spin marked with an X is independent of the values of the spins beneath the strip. Note that the shape in Fig. 2 is constructed in such a way that the entropy of the target spin X is conditioned on a neighborhood of spins that includes exactly half of its nearest neighbors. This is achieved by placing a kink in the shape around the target spin. For a further discussion of the motivation behind the shape of Fig. 2, see Sec. III of Ref. 8.

This conditional Shannon entropy method for calculating the entropy density \( s \) is well known and has been successfully applied to a wide range of systems. One might expect that this method for estimating the entropy density may work poorly near the critical temperature where there are long range correlations that are missed due to our truncation of \( M \). However, the entropy density estimates converge extremely quickly as a function of \( M \). For example, in Ref. 29, this method is used to find the entropy of the two-dimensional Ising ferromagnet at the critical temperature within 0.01% of the exact value.

If one is interested solely in the entropy of a system, a histogram Monte Carlo approach is competitive with the information theoretic method discussed here. The benefit of the information theoretic method, as we shall see, is that it allows one to decompose the entropy into local contributions, providing a direct way to measure and visualize the “freezing in” that occurs across a spin-glass transition.

Finally, we discuss the excess entropy, Eq. (13), for two-dimensional systems. There are three expressions for the excess entropy, all of which are equivalent in one dimension: the expression in Eq. (13), the mutual information between the system’s past and future, and the sub-extensive scaling term for the block entropy. Each expression leads to a different form for the 2D excess entropy. These forms are not equivalent, but have been shown to behave similarly. For our work here, we exclusively use the form of excess entropy that arises from Eq. (13), where \( s(L) \) is the conditional entropy using the notch shape of Fig. 2. This excess entropy expression was denoted \( E_c \) in Ref. 8. Since, we will only use this form for the 2D excess entropy, we denote it simply by \( E \).

In any event, this form of the excess entropy has been used to study various forms of Ising spin systems. This work has shown that the excess entropy is maximized at the critical point of the paramagnet-ferromagnet transition and also that it can serve as a general-purpose measure of spatial structure in two dimensions.

D. Simulation details

To calculate the magnetizations, specific heat, thermodynamic entropy, and local and global information-theoretic entropies, we simulated the Kaya-Berker model using a standard single-flip Metropolis algorithm Monte Carlo simulation. Thus, a time average of our Monte Carlo run corresponds to an average over the canonical ensemble. That is, a configuration \( c \)'s probability of occurrence in the simulation is proportional to \( e^{-\mathcal{H}(c)/T} \), where \( \mathcal{H}(c) \) is the energy of the configuration \( c \), and \( T \) is the temperature. For all the results reported below, we used a system of \( 98 \times 99 \) spins and periodic boundary conditions. The system was allowed 4000 Monte Carlo steps (MCS) to equilibrate, sites were updated sequentially, and measurements were taken every 20 MCS. All data reported here are the result of at least 50 000 measurements. We estimated the local entropy densities from block probabilities by observing the frequency of spin-block occurrences. For all of our results, we used a spin block containing a total of 12 spins.

As this system is frustrated, a Monte Carlo simulation will experience glassy behavior at low temperatures; see, e.g., Chapter 6 of Ref. 55. Hence, as the system is cooled, single-spin flip Monte Carlo methods such as those used in our study become inadequate for sampling the whole phase space. The simulation becomes trapped in the vicinity of a local free energy minimum, leading to incorrect sampling probabilities and inaccurate data. An analysis of the correlation time using the auto-correlation function of the Edwards-Anderson order parameter leads us to conclude that \( T \approx 0.4 \) is the lowest temperature at which our results are reliable; for details see Ref. 58.

There is some controversy as to whether or not various variants of the 2D anti-ferromagnetic Ising model on a triangular lattice show a transition to a spin-glass phase at non-zero temperature. The goal of this paper is not to investigate the existence, or not, of such a phase transition. Rather, our aim is to explore the properties of local entropy in a frustrated system that experiences glassy behavior. The Kaya-Berker model clearly shows glassy behavior for the finite size systems at the time scales accessible to our Monte Carlo simulation, and hence is well suited for our study. We are not interested in whether or not such behavior persists at longer time scales and in the thermodynamic limit.

IV. RESULTS

A. Comparison with exact results

As a test, we calculated the entropy using the two different methods, Eqs. (2) and (15), for the undiluted case, a pure
antiferromagnet on a triangular lattice. Since the system here is undiluted, it possesses a spatial translation symmetry, and thus, one can obtain the entropy of the system by performing a spatial average over the frequencies of occurrence of spin configurations at different sites.

To calculate the entropy using Eq. (2), one needs to integrate down from $T = \infty$, thus requiring a knowledge of the high temperature behavior of the specific heat $c$. Rather than run our simulation out to very high temperatures, for both the pure and the undiluted cases, we instead made use of a high-temperature expansion to lowest order in $\beta$. This high-temperature expansion was then used to estimate the entropy density at $T = 50$. Subsequently, we used the integral form of Eq. (2) to estimate the entropy at lower temperatures. For details, see Sec. 4.3.1 of Ref. 58.

We find excellent agreement between the entropy density calculated using our two methods: information theoretic and thermodynamic. (These results are not shown; see Fig. 25 of Ref. 58). Both methods also are in agreement with the exact, zero-temperature entropy density of 0.323066 (Refs. 31, 61). Using our information theoretic results down to $T = 0.4$, and then extrapolating down to zero temperature assuming an exponential form, we estimate a ground state entropy of $0.3232 \pm 0.0004$, in excellent agreement with the exact result. Using the integration method of Eq. (2), we find a ground state entropy of $0.3216 \pm 0.007$, again by extrapolating exponentially down to zero temperature. The error bars are larger for this method, since they arise as a cumulative effect of error bars on each specific heat data point as Eq. (2) is numerically integrated. (Note: we are using natural logs for the ground state entropies reported above, to be consistent with the values published in Refs. 31 and 61).

We then turned our attention to the case in which one sublattice is diluted. In Fig. 3, we plot the three sublattice magnetizations as a function of temperature for the case of 15% dilution. The two undiluted sublattices spontaneously magnetize at around $T \approx 0.8$; their magnetizations are opposite in sign and equal in magnitude. The diluted lattice remains unmagnetized but undergoes a spin-glass ordering at a temperature below $0.5$. This was obtained by assuming that $m = |T - T_c|^\beta$ where $\beta$ is known to be exactly 1/8. The critical temperature $T_c$ was then varied to obtain the best fit to the calculated magnetizations. For details, see Sec. 5.1 of Ref. 58.

**B. Local entropy**

The integration method of Eq. (2) can be used for disordered systems without modification. However, in order to use the information theoretic method, Eq. (15), a key modification must be made. In the pure system, one sweeps the template shape of Fig. 2 through the lattice, noting occurrences of each template configuration. The result is the frequency of occurrence of each configuration, averaged over the ensemble (via the Monte Carlo simulation) and averaged spatially over the lattice. However, in a disordered system, if one performs this latter average, one is also averaging over different local regions of diluted sites. In so doing, the randomness of the dilution gets conflated with the fluctuations of the spin degrees of freedom, yielding a significantly overstated entropy for the system.

Instead, we do not sweep our template across the lattice. Rather, we keep the template fixed at a number of selected sites, averaging over the ensemble as our Monte Carlo simulation runs. We thus do not average away the effects of different local bond realizations. The result is a local entropy that measures the unpredictability of a particular single spin at a particular site, averaged over the statistical mechanical ensemble. However, this local entropy is not a property of a single site; rather, it takes into account the degree to which a single site is (or is not) correlated with its cluster of neighbors. We will denote these local entropy densities by $s_i$, where $i$ is a spatial index that labels the site on the lattice. The local entropy tells us how spatially random the system is at that particular site. Spin variables at locations with a low local entropy can be predicted accurately given knowledge of their neighbors, while spins at locations with high local entropy cannot.

In Fig. 4, we show the results of calculating the local entropy at 900 sites for the Kaya-Berker model with 15% dilution. Note that there are a range of different local entropy values. For example, at $T = 1$, there are sites with local entropies as high as around 0.8 and as low as approximately 0.15. The fact that there are multiple local entropy values is a manifestation of the spatial inhomogeneity due to the random dilution of sites on the lattice.

Below $T \approx 0.8$ on one can see in Fig. 4 the appearance of forbidden regions in the local entropies; there are ranges of $s_i$ values which no longer occur. Presumably this is due to the fact that there are only a handful of possible local dilution and bond realizations near the target spin. As the system freezes in at low temperatures, target spins with similar local bond and dilution realizations have similar local entropy values.
densities, leading to the forbidden regions in Fig. 4. Contrasting behavior is found in a Gaussian spin glass, where bonds assume a continuum of values distributed according to a normal distribution, and thus there are a continuum of local bond environments that a target spin can experience. For such a system the local entropies do not show forbidden regions.62

C. Average of local entropies equals thermodynamic entropy

How are the local entropies $s_i$ related to the entropy of the entire system, given by the thermodynamic integration, Eq. (2)? To answer this question, we average the local entropies. This amounts to a spatial average over the local entropy density values. When forming the average we do not include the local entropies at vacant sites, nor do we count them when normalizing the thermodynamic entropy. That is, the entropy density $s$ is the entropy per occupied site.

The results of such an average are shown in Fig. 4 along with the local entropies. In Fig. 5 we have plotted the average of the local entropies together with the thermodynamic entropy obtained via the usual integration. Note the excellent agreement between the spatial average of the local conditional Shannon entropies and the thermodynamic entropy arrived at via an integration over the specific heat, which is a measure of the energy fluctuations in the system.

This agreement indicates that our local entropies $s_i$ may be viewed not only as a local statistic, but as a decomposition of the global, thermodynamic entropy. That is, for a system with $N$ occupied sites:

$$ s = \frac{1}{N} \sum_{i=1}^{N} s_i. \tag{16} $$

Thus, the local entropies capture how the bulk entropy is distributed across the lattice. While we have found strong numerical evidence that the average of the local entropies equals the global entropy—and indeed this seems a natural consequence of the definition of the local entropy—we have not yet obtained an analytic proof of this property. Obtaining a rigorous proof that the two forms of the entropy are equivalent in the thermodynamic limit for an inhomogeneous system such as a spin glass strikes us as a challenging mathematical task and is an important objective for future research.

D. Local excess entropies

We now turn our attention to the excess entropy, defined in Eq. (13). As for the entropy density, we calculate the local excess entropy $E_i$ at a particular site $i$ by keeping our template fixed at site $i$. The local excess entropies serve as a measure of local structure or memory. The $E_i$ value for a site gives us a measure of how much spatial structure is present at that site; it tells us the amount of apparent randomness that can be “explained away” by taking into account successively larger blocks of its neighbors. As was the case with the local entropy density, the local excess entropy is thus not purely local, in the sense that it is a measure of the extent to which a particular spin shares information with nearby spins.

![FIG. 4. A sample of the local entropies $s_i$. The mean of the local entropies is shown as a bold line. The data is "striated" for $T > 1.4$, since in this range measurements were taken at temperature intervals of 0.1. Measurements were taken at intervals of 0.01 below $T = 1.4$. For each temperature, 900 different local entropies are shown for a single 99 x 98 disorder realization. Plots for different disorder realizations are very similar.](image)

![FIG. 5. Comparison of the two methods for calculating the entropy density $s$. The line is the entropy calculated using the integration method, Eq. (2). The squares are $s$ values calculated using the information theoretic method. Each square is obtained by averaging 22 different disorder realizations. For each disorder realization, the local entropies were calculated for 900 different sites and then averaged. The error bars are the standard deviations for the 22 different averaged local entropies. Note the excellent agreement between the two methods.](image)

![FIG. 6. Local and average excess entropies for the model with 15% dilution. The average excess entropy is indicated by the bold line.](image)
In Fig. 6 we show the results of calculating the local excess entropies at 900 sites. One sees a considerable spread of local excess entropy values $E_i$. However, note that there do not appear to be any disallowed regions or gaps in the local excess entropies. In contrast, the local entropy density, shown in Fig. 4, shows clear forbidden regions.

We have also plotted in Fig. 6 the average $E$ of the local excess entropy values. Note that the average excess entropy shows a sharp peak. This peak occurs at $T = 0.8$. Averaging over 22 different disorder realizations we estimate that the peak value of the excess entropy occurs at $T = 0.82 \pm 0.02$.

Estimating $T_c$ using the magnetization, as described in Sec. A yields $T_c = 0.84 \pm 0.01$. We thus conclude that the excess entropy peak coincides with the critical temperature. Further work at other dilutions confirms this general result. This shows that the excess entropy is a sensitive indicator of the structural changes that the system undergoes at $T_c$. In contrast, the specific heat (not shown) at the critical temperature is rather rounded, as is often the case in disordered systems.

The sharpness of the jump in average excess entropy is striking. It has been argued elsewhere that the excess entropy $E$ can serve as an all-purpose order parameter. For

![Fig. 7. Local excess entropies plotted against the local entropies for the model with 15% dilution. The temperatures are, top to bottom, left to right, 2.501, 2.001, 1.501, 1.001, 0.841, and 0.501. The complexity entropy diagram for the critical temperature $T \approx 0.841$, is shown in the lower left plot.](image-url)
example, it has been shown that the excess entropy is sensitive to periodic order of any periodicity. The excess entropy can detect generic structural changes in a system. In contrast, usually order parameters must be tailor-made for a specific type of order. Thus, the use of an order parameter typically requires some a priori knowledge of the type of order or structure sought.

The excess entropy requires no such a priori knowledge. That the excess entropy detects the phase transition is particularly noteworthy for the Kaya-Berker model studied here. The order parameter for this system actually varies depending on the sublattice: the Edwards-Anderson order parameter is used on the diluted sublattice while the magnetization is used for for the other two sublattices. A calculation of the average excess entropy, on the other hand, does not require decomposing the lattice into its three sublattices.

E. Complexity-entropy diagrams

We have seen that at a given temperature there is a range of different local entropy values $s_i$ and local excess entropy values $E_i$. How are the excess entropy and entropy density values related? Is it the case, for example, that the high entropy sites also have high excess entropy? Is there a full spectrum of $s_i$ and $E_i$ values, or are the two quantities related in some way?

These questions can be addressed with the aid of a construction known as a complexity-entropy diagram, in which a measure of complexity such as the excess entropy is plotted against the entropy density $s$. This allows one to view a system’s computational behavior in terms of parameter-free information processing coordinates. For example, in Ref. complexity-entropy diagrams were calculated for one and two-dimensional Ising models, chaotic maps of the unit interval, cellular automata, Markov chains, and minimal probabilistic automata. The complexity-entropy diagrams allowed for a common framework to view these systems’ information processing capabilities without reference to system parameters such as temperature or coupling strength.

In Fig. we plot the complexity-entropy diagram for the Kaya-Berker model for six different temperatures for a single disorder realization. Plots for other disorder realizations appear nearly identical to those of Fig. In the upper left plot, $T = 2.501$ and the system is well above the critical temperature. One sees that a relatively small area of the complexity-entropy diagram is occupied, indicating little information processing diversity. Essentially all sites have a fairly high local entropy density and a low local excess entropy. As the temperature is lowered, the region of occupied complexity-entropy space expands, indicating a greater diversity of local information processing behaviors dispersed across the lattice.

The lower left plot in Fig. shows the complexity-entropy diagram near the critical temperature. Here we see the widest range of information processing behavior. The local entropies range from almost zero (indicating perfect predictability) to almost one (maximally unpredictable).

Note, however, that there is structure evident in this complexity-entropy diagram. In particular, there is a clear linear upper bound. This phenomenon can be explained as follows. For a 1D Markov chain of order $R$, there is an upper bound on $E$ as a function of $s$ (see Eq. (15) of Ref. 57):

$$E \leq R(1 - s) .$$

The Kaya-Berker model is a 2D system on a triangular lattice. In the template used to form entropy estimates, Fig. 2, the target spin has three nearest neighbors. Thus, the system may be approximated as an order-3 Markov chain. The distribution of the target spin $S_X$ depends almost entirely on the value of the three nearest neighbors. In Fig. we show the complexity-entropy diagram for $T = 0.841$ as well as the upper bound of Eq. (17) with $R = 3$. As expected, this bound is only approximate, since the system is not exactly Markovian. Nevertheless, it captures the form of the upper limit fairly well.

Finally, note the complexity-entropy diagram for $T = 0.501$ in the bottom right of Fig. At this temperature the system is in a glassy, frozen state. Interestingly, the local information processing behavior of the sites seem to be arranged in four clusters. A number of sites have essentially zero entropy density and zero excess entropy, indicating that they are frozen along with their neighbors. However, there are also three clumps on the complexity-entropy diagram that do not have zero entropy. Presumably these sites are not frozen, but instead some degrees of freedom are still active.

As noted above, Ref. calculated the complexity entropy diagrams for a number of different systems, including 1D and 2D Ising models. The complexity entropy diagrams of Ref. 57 were obtained by sampling a model class by varying temperature and/or coupling strength. In contrast, complexity entropy diagrams for the Kaya-Berker model show just one particular instance of the model. Each plot in Fig. corresponds to just one temperature and one disorder realizations; the scatter of points represents the range of different local entropies and excess entropies. None of the local complexity entropy diagrams shown in Fig. show a strong resemblance to those calculated in Ref. 57. This is not surprising; the spin-glass ordering of the sort studied here are generally believed to be structurally quite different from regular Ising models. The information processing coordinates—the entropy density

$\text{FIG. 8. The complexity entropy diagram for } T = 0.841. \text{ Also shown is the Markovian upper bound, Eq. (17) with } R = 3.$
and the excess entropy $E$ — provide a vivid way to visualize this distinction.

V. DISCUSSION AND CONCLUSION

To summarize, we introduced two local information-theoretic quantities: a local version of the two-dimensional entropy and a local excess entropy. We numerically calculated these quantities for the Kaya-Berker model, a 2D lattice model that shows spin-glass ordering at non-zero temperature. Our main results are as follows.

First, we have presented strong numerical evidence that the entropy of a disordered lattice system can be decomposed into local entropy densities whose mean is equal to the global entropy density. In a heterogeneous system the entropy is not shared equally across the lattice. The local entropies show which sites are more entropic and which are less. We have shown that the model exhibits local reentrance — the local entropy at some sites initially decreases but then increases as temperature is lowered. This result shows that some sites become locally more disordered at lower temperatures, as one might expect in a partially frustrated system with a degenerate ground state.

Second, the local excess entropy can also be divided up into its local contributions. As is the case for the entropy density, sites possess a wide range of local excess entropy values.

Third, the average local entropy shows a sharp, distinct peak at the critical temperature. This provides evidence that the excess entropy, which is already known to be sensitive to periodic ordering, is also a strong indicator of spin glass ordering. The excess entropy is a general measure of pattern or structure, and unlike most order parameters does not require prior knowledge of the relevant pattern.

Fourth, we calculated the local complexity entropy diagrams at different temperatures for the Kaya-Berker model. These diagrams display the range of information processing that is occurring locally across the lattice. The complexity entropy diagrams at lower temperatures reveal a considerable diversity of structure (entropy entropy) and unpredictability (entropy density). Moreover, the structure of the complexity entropy diagrams is distinct from those reported in Ref. 57, indicating that frustrated lattice models such as the Kaya-Berker model have a different signature when viewed in information processing coordinates.

We conclude by suggesting several directions for future work. There are a number of ways one can extend and further apply our methods to probe the nature of spin-glass ordering. Other models can be studied, including the Edwards-Anderson spin glass and variants of the random field Ising model. It would be of interest to see if the local information processing behaviors seen for the Kaya-Berker model are similar for other frustrated systems. If so, then this would indicate an information-theoretic feature common across different models. If not, then this would help shed light on the difference between these models.

Another possible extension of our methods would be to form an overlap using the local entropy density. The overlap is a valuable tool for comparison of low-lying energy states in spin glasses. As usually defined, the overlap is a normalized dot product of average magnetization vectors, in which each vector has as its components the average site magnetizations. A similar overlap function can be defined for the local entropy densities and the local excess entropies. This quantity will demonstrate whether, as the system is cooled, certain regions always retain floppiness while others freeze, or if the locations of these regions vary. This overlap will also show how low-entropy regions become more prevalent under cooling.

The local entropy and excess entropy introduced here may be applied to systems other than spin glasses. Quite generally, these tools can be used to study any lattice system in which information or memory is not shared uniformly across the lattice. Examples include 2D cellular automata and models in which agents interact on a lattice, such as the spatial prisoner’s dilemma. Of particular interest might be studying such models on lattices in which some disorder has been added. For example, Vainstein and Arenzon have examined a spatial iterated prisoner’s dilemma with deleted sites, and find that doing so increases the fraction of agents that cooperate. This result is tantalizingly similar to what occurs with the Kaya-Berker model, in which site dilution relieves frustration.

The local information theoretic tools introduced here are powerful and broadly applicable. They can be applied to a variety of systems. The result is two quantities — the local entropy density and the local excess entropy — that capture local information processing independent of system parameters. These quantities should find much use understanding the myriad ways that heterogeneous spatial systems store, transmit, and manipulate information.
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